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A B S T R A C T   

The monitoring and evaluation of Alkali-silica reaction (ASR) damage in concrete structures are 
required to ensure the serviceability and integrity of concrete infrastructures such as bridges and 
dams. The innovation of this paper lies in the development of an automatic ASR monitoring and 
evaluation approach by leveraging acoustic emission (AE) and a heterogeneous ensemble learning 
framework. In this paper, ASR was monitored by AE sensors attached to a concrete specimen, 
which was placed in a chamber with high humidity and temperature. The recorded AE signals 
were filtered and divided by four ASR phases according to signal strength, crack width and 
expansion strain. A heterogeneous ensemble network including convolutional neural networks 
(CNN) and random forest models was employed to learn different features from AE signals and 
classify the AE signals into their corresponding phases. The results suggest that the proposed 
model has a high performance and classifies the signals into the assigned phases with high 
accuracy.   

1. Introduction 

Concrete is the important construction material for infrastructures. It is significant to ensure that the integrity of concrete structures 
during their service life is maintained. Alkali-silica reaction (ASR) is one of the main mechanisms of damage in concrete [1,2]. The 
alkali hydroxides (NaOH, KOH) from the cement react with the silica in reactive aggregate and produce hygroscopic gel [3]. The gel 
tends to absorb water and expands. The expansion of gel imposes pressure on the aggregate and cement matrix and causes cracking [1]. 
The process of ASR and cracking in concrete is presented in Fig. 1. The ASR expansion and cracking are affected by humidity and 
temperature. Concrete structures such as bridges, dams, and nuclear power plants exposed to water or high humidity may be affected 
by ASR [4]. 

Some conventional approaches have been used for the inspection and monitoring of ASR progress and damage evaluation in 
concrete structures. Those approaches include visual inspection, coring, and petrographic analysis. Those approaches have been 
widely utilized for decades, but they have some drawbacks. For instance, a visual inspection cannot be employed to detect early ASR 
damage because ASR damage usually initiates inside concrete structures and appears on the surface in later stages of the ASR process. 
Petrographic analysis can detect the early ASR damage inside concrete structures; however, this approach is intrusive, restricting its 
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application in sensitive structures such as nuclear power plants. In addition, it is time-consuming and subject to human error [5]. To 
improve the reliability and efficiency of ASR monitoring, an automatic non-destructive monitoring approach of ASR damage is thereby 
needed. 

Acoustic emission (AE) is a non-destructive structural health monitoring method that could be an option for monitoring ASR. AE is 
also referred to as a physical phenomenon when stress waves are generated by the rapid release of elastic energy during cracks or 
damage formation [6,7]. AE signals can be detected and collected by AE sensors attached to structures. The method of recording and 
processing AE signals to diagnose the health status of structures is AE monitoring [8]. AE is a sensitive method and has a continuous 
monitoring capability [9–14] and has been utilized for the evaluation of ASR damage in concrete structures [15,16]. Abdelrahman 
et al. [15] investigated the AE monitoring of ASR damage in three small-scale concrete specimens. The results indicated that the rate of 
AE activity is correlated to the rate of ASR damage, and AE intensity analysis can be used to classify ASR damage. Soltangharaei et al. 
[16] evaluated the ASR progress in concrete structures with different internal restraints by using AE. Unsupervised pattern recognition 
is employed to analyze AE signals. Previous research has proven that AE is a reliable technique for monitoring and evaluating ASR 
progress in concrete structures. However, traditional analyzing methods of AE signals are usually based on experience and very 
challenging, especially for complex data sets. Therefore, an intelligent algorithm is needed to assist in analyzing AE data in real-time 
and alert ASR damage stages. 

Machine learning is an intelligent data processing technique [17]. By learning the feature extracted from the data, machine 
learning can understand the pattern of data and make a decision [18]. Machine learning models such as artificial neural network, 
support vector machine (SVM), K-nearest neighbor (KNN), AdaBoost and random forest (RF) has been widely utilized for signal 
processing [19–26]. One of the limitations of machine learning methods is nonautomatic feature extraction. In these methods, feature 
selection depends on human experience, and some important features may be overlooked. This limitation can be overcome by using 
architecture selection methods to indicate the feature importance based on statistical sensitivity analysis [27,28]. Albu et al. [27] 
proposed an architecture selection method for a multilayer feedforward network. The method can indicate the importance of input 
features by analyzing the partial derivatives of output with regard to the input features. Utilizing deep learning methods can be another 
way to overcome the limitation. Deep learning methods are improved intelligent techniques which are based on machine learning. It 
can automatically learn features from complex data sets without feature extractions [29]. CNN is one of the relatively new deep 
learning algorithms which is widely studied in image recognition [30,31], object detection [32], and semantic segmentation [33]. 
Combining various machine learning and deep learning models is a strategy to improve model performance. Panigrahy et al. [34] 
combined SVM and AdaBoost to improve the detection of ventricular fibrillation (VF) rhythm. Taherkhani et al. [35] integrated 
AdaBoost model with a CNN model to deal with large imbalanced datasets with high accuracy. In recent years, machine learning and 
deep learning have been applied to AE data in many applications, such as metallic structures [36], aircraft components [37], and rail 
track monitoring [38]. Ebrahimkhanlou et al. [36] proposed a deep learning framework based on a stacked autoencoder network to 
locate AE events on the metal structures. Ai et al. [37] developed a passive non-destructive health monitoring system to locate impacts 
on an aircraft component based on AE, random forest, and stacked autoencoder network. Li et al. [38] utilized a multi-branch CNN 
model for AE wave classification to obtain a more accurate and comprehensive monitoring system. 

Machine learning, deep learning, and AE have also been employed to evaluate the time-dependent damage stages of composite 
materials and metallic materials [39,40]. Nasiri et al. [39] investigated on online monitoring of degradation process in a composite 
specimen. Three different stages of degradation: elastic, matrix-driven, and fiber-driven behavior, have been defined. The researchers 
identify different degradation stages of the specimen by classifying the AE events into one of the three different classes. Chen et al. [40] 
employed AE for the monitoring of railways. An AE sensor was attached on the rail and the entire monitoring process was divided into 
four stages according to the mechanism of fatigue growth. An acoustic-homologous transfer learning approach was developed to 
classify the AE signals into their corresponding stages. 

Previous studies indicated using AE and different classification models to evaluate time-dependent damage stages in one specimen. 
The development process of ASR in concrete can also be divided into several phases since ASR is a time-dependent phenomenon [41]. 
Therefore, classification models can be trained to identify the ASR damage stages based on received AE data. The authors are currently 
not aware of similar published studies implementing deep learning and machine learning classification algorithms to recognize the 

Fig. 1. Mechanism of the ASR in concrete: (a) alkali cement react with reactive aggregates; (b) ASR gels forms around the aggregate and absorb 
water; (c) ASR gels expansion and crack initiation. 
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ASR damage phases using AE data. Therefore, this paper investigates a novel ASR monitoring and evaluation approach by employing 
AE, machine learning, and deep learning algorithms to fill the prementioned gap. The temporal degradation process of a concrete 
specimen was divided into different stages according to damage mechanisms. The AE signals emitted from different damage mech
anisms had different signal signatures. Therefore, the temporal ASR damage evaluation of a specimen was mapped as a classification 
problem. The input was an AE signal at a given timeslot, and the output was the associated damage stage category. CNN and random 
forest models were utilized herein to analyze the signatures of AE signals captured during the ASR process and determine the ASR 
damage stage of concrete based on the AE signals. A heterogeneous ensemble learning framework was designed and proposed to 
combine CNN and random forest models to consider results from all combined models. 

2. Materials and experimental setup 

2.1. Specimen and material 

In this paper, a concrete block specimen reinforced by steel rebars was prepared. The geometrics of the concrete specimen is 
presented in Fig. 2b. The dimensions of the block are 305 mm × 305 mm × 1120 mm. The rebar details are shown in Fig. 2c. The 
specimen had four longitudinal US #7 steel rebars and US #6 steel rebars with 150 mm spacing as transverse reinforcement. All rebars 
were T-headed to compensate for the short development length. 

The concrete has a 0.5 cement to water ratio. The cement used in the mixture was an ASTM C150 [42] Type I/II low-alkali cement 
with 0.48% Na2Oeq. Crushed greenschist from North Carolina was utilized as a reactive coarse aggregate. Sodium hydroxide (NaOH) 
was added to the concrete mixture to accelerate the development of ASR. Details of the materials can be found in Table 1. 

2.2. Acoustic emission instrument setup 

Ten AE sensors were utilized to collect AE events captured during the ASR experiment. The AE sensors were attached to the 
concrete specimen by using grey double/bubble epoxy. Fig. 2a shows the attached sensors on the concrete specimen (cables were not 
connected) before conducting the test. The dimension of the specimen and layout of the sensors can be found in Fig. 2b. Sensors 1–2 
were attached to the top surface. Sensors 3–4 were attached to the bottom. Sensors 5–7 were attached on the backside surface, and 
Sensors 8–10 were attached on the front side surface. All AE sensors in this paper were wideband type PKWDI with 26-dB internal 
preamplification. The sensors have an operating frequency range of 200–850 kHz. An attenuation test has been conducted to verify the 
sensitivity of PKDWI sensors by performing the Hsu-Nielsen pencil lead break [43]. The results indicated that the sensors were sen
sitive to receive the signals from the farthest location on the specimen surface. The hardware and software of the AE system were 
produced by MISTRAS Group, Inc. (Princeton Junction, NJ, USA). AE signals were acquired by a 24-channel Micro-II Express 
acquisition system. The pre-trigger time, hit definition time (HDT), peak definition time (PDT), and hit lockout time (HLT) were set to 
256 µs, 400 µs, 200 µs, and 200 µs, respectively. The sampling rate was set to 5000 kHz. The signal length was set as 1024 µs. Therefore, 
each signal has 5120 data points. Before the experiment, the level of background noise in the chamber room was tested. Most of the 
background noise were below 32 dB (ref 1 V/(m/s)). Therefore, the threshold in the experiment was set to 32 dB (ref 1 V/(m/s)) during 
the monitoring. The AE signals with the amplitude higher than the threshold were recorded. The low and high pass digital filters were 
set to 20 kHz, and 400 kHz, respectively. 

2.3. Experiment procedures 

During the experiment, the concrete specimen was sealed in a chamber with dimensions of 243 cm × 243 cm × 122 cm. A steel 
carrier with wheels (as seen in Fig. 2a) was designed and built to be employed as a support for the concrete specimen. The ASR process 
accelerated, providing high humidity (95% ± 5%) and a high temperature (37 ± 3 oC) in the chamber. Neoprene pads were employed 
between the specimen bottom surface and steel carrier to minimize the effect of vibrations from the ground. Pins (as seen in Fig. 2b) 
were affixed on the surfaces of the specimen using grey double/bubble epoxy for expansion strain measurements. The distance 

Fig. 2. Structural details of specimen.  
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between the pins, along the X-axis, was 500 mm. The distances between the pins along the Y and Z axes were 150 mm. The pin 
arrangement on the right and back surfaces of the specimen were identical to those on the left and front surfaces. The specimens were 
monitored for 460 days in the chamber, and AE was recorded in time. The ASR expansions were measured monthly using DEMEC 
gauges (demountable mechanical strain gauges) on the pin locations. The monthly maintenance of AE sensors was conducted to ensure 
the strong bonding condition between sensors and the specimen. The first DEMEC gauge measurement was conducted on the 18th day 
of the experiment. Crack width measurement started on the 146th day (after observing the surface visible cracks) using a Dino-Lite 
digital microscope with a maximum magnification of 184 X and an ELE crack detection microscope with a magnification of 40 X. 
More detailed information on the experimental setup and procedures can be found in [16]. 

3. Methodology 

The ASR evaluation method proposed in this paper is based on AE monitoring and a heterogeneous ensemble learning framework. 
The original AE waveforms acquired by the acquisition system were saved as time series. An image-based dataset was created by 
converting the AE waveforms to the continuous wavelet transform (CWT) images. A feature-based dataset was obtained by extracting 
parametric features from the AE waveforms. The detailed descriptions of the two datasets could be found in Section 4.2. 

Heterogeneous ensemble learning refers to the ensemble structure composed of different types of models [44]. In this paper, a 
heterogeneous ensemble learning network includes convolutional neural networks (CNN) and random forest (RF) models and is 
employed to receive two different AE datasets. The network classifies the AE data into different ASR phases (introduced in section 4). 
The image-based dataset was divided into training, validation, and testing datasets. The feature-based dataset was divided into training 
and testing datasets. No validation dataset was prepared for the feature-based data. The reason will be explained in section 3.3.4. 
Prepared training/validation data was used to train the heterogeneous ensemble learning network. The testing set was used to evaluate 

Table 1 
Concrete mixture proportions.  

Mixture components Quantity (kg/m3) 

Cement 350 
w/c ratio 0.5 
Reactive coarse aggregate 1050 
Nonreactive sand 851 
NaOH solution (50% w/w) 9.22  

Fig. 3. Workflow of ASR evaluation using ensemble learning framework.  
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the performance of the trained network. The ratio of the testing dataset over the whole dataset was kept the same in both the image 
dataset and the feature-based dataset. The procedure of the ASR expansion evaluation is presented in Fig. 3. 

3.1. Continuous wavelet transform 

CWT is a widely used joint time–frequency analysis approach highlighting time–frequency characteristics from a non-stationary 
signal such as AE signals [45]. Assume there is a signal: x(t). The CWT of the signal can be expressed as Eq. (1): 

CWT(a,b) =
1̅
̅̅̅̅̅
|a|

√

∫∞

− ∞

x(t)ψ*
(

t − b
a

)

dt (1)  

where CWT is the continuous wavelet coefficients derived from the signals, a refers to the scale index parameter which controls the 
scaling of wavelet function and has an inverse relation to frequency,b refers to the translation parameter which controls time-shifting 
of wavelets. The wavelet coefficients are derived by moving wavelets with different a scale indices through the signals. ψ* refers to the 
complex conjugate of mother wavelet function ψ. In this paper, Morse wavelet [46] is selected as the mother wavelet function to 
conduct CWT. The Fourier transform of Morse wavelet is presented in Eq (2): 

Ψp,γ(x) = U(x)αp,γx
p2
γ e− xγ (2)  

where U(x) refers to the unit step, αp,γ refers to the normalizing constant, p2 refers to the time-bandwidth product. γ is the parameter 
that characterizes the symmetry of the Morse wavelet [47]. In this paper, p2 was set as 60 and γ was set as 3. 

A scalogram image can be used to express the continuous wavelet coefficients. The images of AE waveforms are utilized as an input 
for the CNN models inside the proposed heterogeneous ensemble learning network. 

3.2. Convolutional neural network 

CNN is a class of commonly used deep neural networks that are applied for image processing [30]. CNN is composed of three main 
parts: the input layer, the feature extraction layers, and the fully connected (FC) layer. The input layer is used to input the test and 
training data. Feature extraction layers are the core of the convolutional neural network, mainly including convolutional layers and 
pooling layers, which cooperate to derive the features from images and learn potential patterns in the data set. 

3.2.1. Convolutional layer 
The convolutional layers are utilized to extract the features from images [48]. In the convolutional layer, multiple convolutional 

kernels are employed to filter the input and generate feature maps [48]. Generally, the output of the jth feature maps of the nth con
volutional layer can be obtained by Eq. (3): 

xn
j = f

(
∑M

i=1
xn− 1

i *kn
ij + bn

j

)

(3)  

where f(Â⋅) refers to the activation function,* refers to the operation of convolutional kernels, kn
ij is the kernel of the nth filter, bn

j is the 
corresponding bias matrix, xn− 1

i refers to the input feature map transferred from the (n-1)th convolutional layer. 

3.2.2. Pooling layer 
The pooling layer is used for the down-sampling of feature maps obtained from the previous convolutional layer [49]. If the image 

feature maps are directly utilized for the classification without any processing, a great computational complexity will be generated, 
and the model will be prone to overfitting. Therefore, a further reduction in the dimensionality of feature maps is required, which is the 
reason for the pooling layer after each convolutional layer. The input feature image is divided into mutually exclusive regions, and the 
feature information of adjacent image regions is aggregated for analysis. This type of down-sampling method is called pooling [50]. 
Pooling can be divided into maximum pooling and mean pooling according to different operation modes. The general expression of the 
pooling layer is provided by Eq. (4): 

xn
j = f

(
βn

j sdown(xn− 1
j )+ bn

j

)
(4)  

where f(Â⋅) refers to the activation function,βn
j and bn

j refers to the multiplicative bias and the additive bias, Sdown refers to the down- 
sampling function, xn− 1

j refers to the input feature maps,xn
j refers to the output feature map after down-sampling. 

3.2.3. Fully connected layer 
The FC layer is employed at the end of the CNN model [51]. It converts the feature maps that result from the previous pooling layer 

to one feature vector. The calculation in the jth FC layer can be expressed by the following equation: 
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xj = f
(
xj− 1wj + bj) (5)  

where f refers to the activation function, xj− 1 is the input feature maps. xj is the output value. wj and bj are the weight and bias. 

3.3. Proposed heterogeneous ensemble network 

In this paper, two types of AE datasets were prepared, as mentioned before. In the CWT image-based dataset, most of the raw 
information of each AE waveform was retained. The CNN could learn useful time–frequency features from raw information embedded 
in CWT images. However, the CNN cannot learn the temporal relationship between individual signals. The AE activity has a rela
tionship with the ASR damage [15,52]. Therefore, an AE feature-based dataset was prepared. In this dataset, a feature named “Hit rate” 
was calculated based on the number of acquired AE hits in terms of time. The hit rate of an AE signal was calculated by counting the 
number of hits that occurred in a certain number of hours before and after the current hit (Eq. (6)). 

HR(h) = Hitbefore(h/2)+Hitafter(h/2) (6)  

where HR(h) refers to the hit rate of a signal per h hours. Hitbefore(h/2) refers to the number of AE hits that were received h/2 hours 
before the current hit. Hitafter(h/2) refers to the number of hits that were recorded h/2 hours after the current hit. In this paper, h was set 
to 24 h. 

AE-based features will be elaborately explained in section 4.2.1. A heterogeneous ensemble network including CNN models and 
machine learning models was proposed to include both the CWT images, and the AE features. The structure of the proposed ensemble 
network is presented in Fig. 4. The proposed ensemble network was developed based on the bagging aggregating technique, an 
ensemble strategy to combine several sub-models and improve accuracy [53]. In a general bagging ensemble model, multiple sub- 
models will work individually and give their results. The final result will be determined by a majority vote [53]. 

The proposed ensemble network contains two branches and four blocks. Branch 1 contains blocks 1–3. Branch 2 contains block 4. 
Each block is a homogeneous ensemble network composed of five sub-models with the same structures. Previous research has reported 
that CNN structures such as VGG, ResNet, and GoogLeNet work well on the fault diagnosis of bearing using vibration signals [54–57] 
and the identification of acoustic emission signals in the applications such as the monitoring of wear and bridge [58–60]. Therefore, 
the CNNs with ResNet-18, GoogLeNet, and VGG-19 structures are used as the sub-models in blocks 1–3 to obtain a good performance in 
the classification of AE signals. Random forest models are employed as machine learning sub-models in block 4. The proposed het
erogeneous ensemble network model was named RGVF-HeteroESM-Net in this paper, in which RGVF consists of the first letters of 
ResNet-18 (R), GoogLeNet (G), VGG-19 (V), and random forest (F). RGVF-HeteroESM-Net is referred to as a heterogeneous ensemble 
network, which combines ResNet-18, GoogLeNet, VGG-19, and random forest models. The CWT image-based dataset is used as the 
input of blocks 1–3, and the AE feature-based dataset is utilized as the input for block 4. A bootstrapping [61] process is utilized to 
increase the diversity of each sub-model during the training. Each sub-model randomly selects 90% of samples from the training 
dataset as the true training data. All 20 sub-models were trained individually and tested on the test dataset. The final results were 
obtained through majority voting. 

3.3.1. Block 1: VGG-19 
VGG is developed based on the AlexNet model [62], which is a commonly used CNN structure. The number of layers was extended 

Fig. 4. Structure of the proposed RGVF-HeteroESM-Net.  
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up to 19. The advantage of VGG-19 compared to AlexNet lies in replacing larger convolution kernels in AlexNet (11 × 11, 7 × 7, and 5 
× 5 convolution kernels) by stacking 3 × 3 convolution kernels [30]. Using the stacked small convolution kernels, the number of layers 
and the nonlinearity of the network increases, which gives the network the ability to learn more complex features. 

The VGG-19 structure is used in block 1 of the proposed ensemble network. The last FC layer of the VGG-19 structure is modified to 
have the class number consistent with the number of ASR phases. Fig. 5 shows the main structure of the modified VGG-19. 

3.3.2. Block 2: GoogLeNet 
GoogLeNet is another improved model based on AlexNet [63]. The number of layers of GoogLeNet is extended up to 22. The 

innovation of GoogLeNet is the use of inception modules in the network [63]. Generally, in a layer of CNN, there is only one 
convolution kernel. However, the inception module uses multiple convolution kernels of different scales in a single layer. Therefore, 
some complex features in the images can be extracted by convolution kernels of different sizes. The feature extraction ability of each 
layer is thereby enhanced. GoogLeNet was utilized as the CNN structures in block 2 of the proposed ensemble network. Similar to the 
VGG-19 structure, the last FC layer of the GoogLeNet structure is modified. Fig. 6 shows the main structure of the modified GoogLeNet. 

3.3.3. Block 3: ResNet-18 
The ResNet-18 structure is a CNN structure with the idea of residuals [64]. Sometimes, the network’s performance becomes less 

reliable when using a deeper structure due to gradient vanishing/explosion problems hindering network convergence [64]. A residual 
block module was developed and applied in the ResNet-18 structure to overcome this problem by introducing skip connections that 
enable gradients to flow across several layers [64]. The skip connections cause the outputs to learn a residual mapping. 

In this paper, ResNet-18 was employed as one CNN structure in block 3 of the proposed ensemble network. As in the VGG-19 and 
GoogLeNet, the last FC layer is modified. Fig. 7 shows the main structure of the modified ResNet-18. 

3.3.4. Block 4: Random forest 
Random forest is a machine learning model using a bagging algorithm [65]. The sub-model inside the random forest is a decision 

tree. Bootstrapping [61] is used to randomly selected data from the training dataset and create an input dataset for each decision tree. 
Some samples may be selected repeatedly, while some samples may not be selected. The data in the dataset that may not be chosen 
(even one time) is called out-of-bag (OOB) data, which can be used to test the generalization performance of the decision tree [66]. The 
function of OOB data is similar to the validation dataset of a general machine learning method. Therefore, there is no need to have a 
specific validation dataset, and the data for the random forest is divided by training and testing data. The decision tree will derive the 
results individually after bootstrapping. The final result of the random forest is voted or averaged from all the results. The main 
structure of a random forest with n decision trees is presented in Fig. 8. 

4. Results and discussion 

4.1. Analysis of AE signals and ASR phase definition 

During the ASR experiment, the AE signals were captured by ten AE sensors and recorded by the acquisition system. The data was 
filtered before conducting data analyses. A filtering procedure based on AE event definition was developed to remove extraneous data. 
An AE event refers to a set of AE hits captured by multiple AE sensors in a specific time interval [16]. The time interval was defined 
based on the velocity of AE wave and the dimensions of the specimen. In this paper, the AE events recorded by at least four AE sensors 
were kept. The rest of the signals were considered as noise and were thereby removed. After filtering, 4413 AE signals remained for the 
analyses. As mentioned in Section 2.2, each AE signal has 5120 data points. Therefore, the filtered AE dataset used in deep learning 

Fig. 5. Main structure of the modified VGG-19.  
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Fig. 6. Main structure of the modified GoogLeNet.  

Fig.7. Main structure of the modified ResNet-18.  

Fig. 8. Structure of random forest.  
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models is a matrix with a size of 5120 × 4413. 
The amplitude of the filtered AE signals (shown as red dots) and the cumulative signal strength (CSS) are shown in Fig. 9. A rapid 

rise of CSS can be observed around 130 days. Two additional significant steps can be observed around 200 days and 350 days. The 
jumps in the CSS curve can be attributed to the crack formations or the propagation of existing cracks. The crack width was monthly 
measured for the surface cracks. The maximum crack widths were not necessarily attributed to the same crack and same location 
during the ASR process. The maximum crack widths in terms of time are illustrated in Fig. 9. A curve was also fitted to the crack width 
data, as seen in the figure. The first visual crack was observed at 146 days. The crack width expands rapidly from 0.06 mm at 146 days 
to 0.32 mm at 331 days. A crack with a width of 0.66 mm was observed at 438 days. Microscopic photos of cracks at 269, 331, and 438 
days are also presented in Fig. 9. The magnification in the pictures is 184X. In addition to the crack width, expansion strains were 
measured monthly on the specimen surfaces. The volumetric strain refers to the accumulation of average strains along the X, Y, and Z 
axes. The fitted curve of the volumetric strain is also illustrated in Fig. 9. The fitted volumetric strain versus time and crack width 
versus time have a similar trend. 

The development process of ASR in concrete can usually be divided into several phases [41]. In this paper, the entire ASR process 
was divided into four phases, considering the crack widths, CSS trends, and the volumetric strains. The first phase is between 1 and 130 
days, before the first rapid rise of CSS (microcrack phase). No visible cracks were observed during this phase on the concrete surfaces, 

Fig. 9. ASR phase definition: (a) CSS of AE, crack width, and volumetric strain; (b) microscopic photos of cracks.  
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and the volumetric strain ranged from 0% to 0.07%. The days between the first and the second significant steps of CSS (days 130–200) 
were defined as phase 2 (macrocrack initiation phase). In phase 2, the microcracks were merged and formed macrocracks. The first 
visible crack was observed in this phase, and the maximum crack width increased from 0 mm to 0.15 mm. The strain changed from 
0.07% to 0.24% in phase 2. The days between the second and third steps of CSS (day 200–350) were defined as phase3 (macrocrack 
extension and dilatation phase), where the crack width increased rapidly from 0.15 to 0.57 mm, and the strain changed from 0.24% to 
0.74%. The last phase (between 350 and 460 days) was assigned to phase 4 (macrocrack rate decrease). In this phase, existing cracks 
were widened, but the rate of crack width widening was decreased. The maximum crack width increased from 0.57 mm to 0.69 mm in 
phase 4. The strain changed from 0.74% to 1%. This paper aims to automatically classify AE signals recorded during the ASR process 
according to the assigned phases (phase 1, phase 2, phase 3, and phase 4) by using the proposed heterogeneous ensemble learning 
framework. 

4.2. Data preparation 

4.2.1. Feature-based dataset 
The feature-based dataset served as the input of the random forest model. Twenty-five features (15 parametric features and 10 

energy-frequency features) plus hit rate (introduced in section 3.3) were considered for the model. 
AE parametric features are used to represent the specific characteristic of AE waveform. Some AE parametric features (amplitude, 

rise time, duration, counts to peak, counts) are shown in Fig. 10a. Definitions of parametric features are provided in Table 2. 
The energy-frequency features refer to the energies in the frequency bands of the signals. The AE time domain waveforms were 

converted to the frequency domain spectrum by conducting a fast Fourier transform (FFT). The frequency range of the AE signals is 
0–400 kHz and was divided into ten bands with a width of 40 kHz. The area under the FFT spectrum in each frequency band is the 
energy enclosed by that frequency band [16]. Therefore, ten energy-frequency features could be derived from each AE signal. The 
procedure to extract the energy-frequency feature in the frequency band of 80–120 kHz is presented in Fig. 10b. The energies in the 
frequency bands were normalized to the total energy of the signal. 

4.2.2. Image-based dataset 
All the recorded 4413 AE signals were transformed to CWT coefficients to form the image-based dataset. Fig. 11 illustrates example 

CWT images of signals for four phases. The amplitudes of time-domain waveforms were normalized from − 1 to 1. The FFT spectra were 
normalized to a range of 0 to 1, and the wavelet coefficients were scaled between 0 and 1. The signals from different phases have 
different frequency contents, as seen in Fig. 11. 

The overall procedures for the data preparation are shown in Fig. 12. AE parametric features were extracted from the original AE 
waveform. The energy-frequency features were extracted by the FFT spectrums, which were transformed from the waveforms. AE hit 
rate for each signal was calculated by the AE hit number recorded during the ASR experiment. The three parts (26 features) form the AE 
features-based dataset. In other words, the feature-based dataset has 4413 samples; each sample has 26 features. Furthermore, the AE 
waveforms were utilized to generate CWT coefficients. The Y-axis of the CWT coefficient was then converted to a logarithmic coor
dinate to present the time–frequency component more clearly. The coefficients were saved as RGB images with the size of 224 × 224 ×
3 pixels. The CWT image-based dataset was composed of the derived RGB images and employed as the input of the CNN models. 

4.3. ASR evaluation using single CNN model 

The performance of ResNet-18, GoogLeNet, and VGG-19 models was evaluated in this section. 80% of the image-based dataset 
(3531 images) was randomly selected as a training set. 10% of the image-based dataset (441 images) was randomly selected as a 
validation set. Finally, a test set was constructed by the remaining 10% (441 images) of the CWT images. The training, validating, and 

Fig. 10. Extraction of energy-frequency features: (a) AE time-domain waveform and some typical features; (b) energy-frequency features extraction 
procedure for 80–120 kHz. 
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testing processes for the CNN models were conducted on a workstation with a CPU-Intel i7-6700 3.40 GHz, 32 GB RAM, and an Nvidia 
GPU-GTX1080. For all the CNN models, the gradient descent optimization was conducted using the Adaptive moment estimation 
(Adam) method. The optimized hyperparameters were set as follows: The minibatch size was 35, the learning rate was 0.0001, and the 
maximum number of epochs was 25. The three models were separately trained and tested by five trials. The bootstrapping process was 
applied to each CNN model. In each training process, 90% of the images (3178 images) were randomly selected from the training set as 
an input set to train the CNN models. The minibatch size was set as 35 so that there were 90 mini-batches in the input set. The 
maximum number of epochs was 25. In total, 2250 iterations were conducted. Fig. 13a presents the validation accuracy curves of the 
three models from iteration 1 to 2250. ResNet-18 converges faster (around iteration 400) than GoogLeNet and VGG-19 (around 
iteration 800), and the curve of ResNet-18 is more stable than the other two models after converging. The validation curves of different 
models are close to each other. Fig. 13b shows that ResNet-18 has the highest validation accuracy among the three models. However, 
the differences in validation accuracies between the models are not significant. 

Testing accuracies of CNN models are presented in Table 3. The ResNet-18 model has the best performance. The average testing 
accuracy is 80.4% for VGG-19, 82.1% for GoogLeNet, and 82.8% for ResNet-18. The average accuracy for the three models ranges 
between 80% and 83%, indicating the acceptable performance of models. 

Table 2 
Descriptions of the AE parametric features.  

Parametric features Feature descriptions 

Amplitude (dB) 
Energy (arbitrary units. = 10-14V2 s) 

The peak amplitude of AE waveform 
The measure of the electrical energy measured for an AE signal 

Count 
Counts to peak (PCNTS) 

The number of threshold crossings 
The number of threshold crossings from the first crossing to the peak 

Rise time (μs) The time interval between first threshold crossing and peak 
Duration (μs) The time between the first and last threshold crossing 
Average frequency (Hz) 

Frequency centroid (Hz) 
Counts divided by duration 
A parameter to characterize the overall frequency content of an AE signal 

Absolute energy (Atto-Joule) The absolute measure of the electrical energy measured for an AE signal 
Peak frequency (Hz) Frequency of maximum signal contribution 
Reverberation frequency (Hz) Frequency after the peak 
Initial frequency (Hz) Frequency before the peak 
Signal strength (pVs) Integral of the rectified voltage signal over waveform duration 
Root mean square (RMS) (mV) The effective voltage with a characteristic time TRMS for an average ranging between 10 and 1000 ms 
Average signal level (ASL) (dB) The effective voltage with a characteristic time TASL for an average ranging from 10 to 1000 ms  

Fig. 11. CWT images of AE signals in phase 1–4.  
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Fig. 12. Overview of the data preparation.  

Fig. 13. Validation accuracy curves: (a) iteration 1–2250; (b) iteration 1900–2250.  

Table 3 
Testing accuracies of the three CNN models.  

Trials VGG-19 GoogLeNet ResNet-18 

Trial 1 80.2% 81.4% 84.8% 
Trial 2 82.3% 78.9% 82.3% 
Trial 3 79.4.% 84.6% 83.7% 
Trial 4 83.4% 83.2% 83.0% 
Trial 5 76.9% 82.3% 80.3% 
Average Accuracy 80.4% 82.1% 82.8%  

L. Ai et al.                                                                                                                                                                                                               



Mechanical Systems and Signal Processing 172 (2022) 108981

13

The accuracy distributions of CNN models (ResNet-18, VGG-19, and GoogLeNet) were estimated by testing five trials for each 
model, as shown in Fig. 14. The boxes illustrate the interquartile ranges in the figure. The interquartile range describes the middle 50% 
of values when ranking from low to high. The VGG-19 model has the highest interquartile range, and ResNet-18 has the lowest 
interquartile range. The standard deviations of the testing accuracies were also calculated for three models: 0.168 for ResNet-18, 0.213 
for GoogLeNet, and 0.254 for VGG-19. The ResNet-18 has the highest average testing accuracy, the lowest standard deviation. 
Therefore, it could be an optimal option among the models if a single CNN model is used to evaluate the ASR progression in concrete 
structures. 

The feature extraction process of ResNet-18 was visualized by showing the activations of feature maps in hidden layers when the 
testing accuracy was the highest (84.8%) among the five trials. In Fig. 15, the first convolutional layer (Conv1), two convolutional 
layers in the middle (Res2b_branch2b, and Res4a_branch2b), the last convolutional layer (Res5b_branch2b), and the last FC layer were 
selected to show the feature maps for the four ASR phases. Each feature map includes several smaller parts, named tiles in this paper, 
which are the output of different channels. The tiles with the strongest channel are zoomed and highlighted by red boxes in Fig. 15. 
White pixels in the feature map indicate strong positive activations. Black pixels are strong negative activations. The position of a pixel 
in the feature map corresponds to the same position in the input image. A white pixel at some locations in a channel indicates that the 
channel was strongly activated at that position. The first convolution layer learned basic features such as the outlines of the time
–frequency components in the CWT images. More complicated features were learned in the deeper layers. The 4 × 1 vectors at the last 
FC layer show different color combinations for different phases. The vectors were transferred to a SoftMax layer for the classification. 

There were 441 CWT images in the testing dataset. Therefore, 441 high-dimensional feature maps were generated by each layer. 
The feature maps were selected from the first convolutional layer, two convolutional layers in the middle, the last convolutional layer, 
and the last FC layer of the three CNN models. The selected feature maps were reduced to two dimensions by using t-distributed 
stochastic neighbor embedding (t-SNE). The t-distributed stochastic neighbor embedding (t-SNE) is an unsupervised dimension 
reducing technique that could embed high-dimensional data to a low-dimensional space to visualize the data in a cartesian coordinates 
system [67]. The reduced-dimensional data are presented in Fig. 16. Each data point in the figure is referred to as an embedding feature 
map dataset and was colored according to the corresponding ASR phase. In the first convolution layer, data points corresponding to 
four phases were scattered and mixed. The data points became more concentrated as the features were extracted in the deeper layers 
(shown from left to right in Fig. 16). Finally, the data points were divided into four classes (phases) in the last layer (FC layer). The 
scatter graphs are consistent with the testing accuracy results, as seen in Fig. 16. The four final clusters were clearly more separated for 
ResNet-18 model compared to the other models. 

4.4. ASR evaluation using single random forest model 

The performance of the single random forest model was evaluated in this section. The number of decision trees was initially set to 
500. Testing data was 10% of the feature-based dataset (441 samples). The signal in the testing sets for both the random forest model 
and the CWT model were kept the same for the comparison purpose between the models. The remaining data (90% of the feature-based 
dataset, 3972 samples) were employed as the training set. The resulting OOB accuracy was 72.8%. The reason for the low accuracy 
might be due to some unrelated features among the 26 features. Therefore, a feature selection was employed to remove the unrelated 
features. One of the advantages of the random forest is that the importance of features can be calculated during the training [65]. The 
rank of features according to the importance could thereby be obtained. Fig. 17a presents the rank of all the 26 features in the feature- 
based dataset. The importance of the features “Hit rate” is significantly higher than the rest, indicating the importance of the feature. 
The feature “Energy”, and “PCNTs” hold the lowest importance. Based on the feature ranking, 25 subsets of features were created by 
using backward elimination. The number of features in the subsets varies from 1 to 25. For example, the subset with one feature has 

Fig. 14. Boxplot of the testing accuracies of three CNN models.  
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“Hit rate”, the subset with two features has “Hit rate” and “Duration”. 
The optimum number of the decision tree was determined before evaluating the performance of the random forest model. Fig. 17b 

presents the OOB errors of all 25 subsets when the number of decision trees increases from 1 to 500. The OOB errors of all the models 
trained by the 25 subsets decrease rapidly when the number of trees increases. The errors remain almost constant as the number of 
decision trees increases to 200. Applying too many decision trees does not reduce the error but increases the computing time. 
Therefore, an appropriate number of decision trees was set as 200 in the final model. 

Fig. 15. Visualization of feature extraction process of ResNet-18 in four phases.  

L. Ai et al.                                                                                                                                                                                                               



Mechanical Systems and Signal Processing 172 (2022) 108981

15

The results of training are presented in Fig. 18. The highest OOB accuracy (82.3%) is obtained using the first five features. 
Therefore, the subset with “Hit rate”, “Duration”, “Energy 0–40 kHz”, “Frequency centroid”, and “Energy 80–120 kHz” was utilized as 
the selected features for the final model. A random forest with 200 decision trees was trained using the first five features. The model 
was employed to evaluate the performance in the testing set. The model was trained and tested with five trials. Bootstrapping was 
implemented before training, 90% of the samples (3178 samples) were randomly selected from the training set as the true input set to 
train the random forest model. The testing accuracies for the five trials were: 83.9%, 81%, 82.8%, 82.8%, and 84.1%. The average 
accuracy was 82.9%, and the standard deviation was 0.0123. The performance of this random forest model is close to ResNet-18. A 
lower standard deviation was observed because the random forest is a bagging ensemble algorithm that can decrease the standard 
deviation. 

According to the rank of features, the hit rate has been proven to be a significant feature for the model to classify AE signals 
recorded during ASR. However, the hit rate of AE signals can only be calculated if the AE monitoring of concrete is not less than 24 h. 
The accuracy of random forest with and without using the hit rate is presented in Table 4. The testing accuracy decreased from 82.9% 
to 50.3% when the hit rate was deleted from the features. 

The two approaches have similar performance in the AE signal classification and can be used for the ASR evaluation. However, the 
random forest model with the hit rate feature has a limitation of 24-hours monitoring intervals contrary to the CNN models. 

4.5. ASR evaluation using the proposed heterogeneous ensemble network 

The performance of the proposed RGVF-HeteroESM-Net was evaluated in this section. All 20 sub-models in blocks 1, 2, 3, and 4 
work independently. As mentioned before, the diversity of the sub-models was ensured by applying the bootstrapping method. After 
training all models, the ensemble network was tested. The testing result is presented as a confusion matrix in Fig. 19. The overall 
accuracy was 93.0%. The number of AE signals correctly classified to their corresponding ASR phase is shown in the main diagonal of 
the matrix. Precision and recall rates are employed as parameters to evaluate the classification performance in each phase. Generally, 
the precision rate can be calculated by Eq. (7): 

Precision =
TP

TP + FP
(7)  

where TP, is the true positive, referring to the number of samples correctly classified to the attributed class. FP is the false positive, 
which refers to the number of samples that were misclassified into a class. The classification precision rate of phases 1 to 4 are 93.8%, 
92.2%, 91.2%, and 96.7%, respectively. 

The recall rate can be calculated as follow: 

Fig. 16. Visualization of the activation distribution through t-SNE.  
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Fig. 17. Evaluation of random forest. (a) rank of features; (b) OOB versus the number of decision trees.  

Fig. 18. Testing results of random forest using 25 subsets.  
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Recall =
TP

TP + FN
(8)  

where FN is the false negative, which is the number of samples that belong to a class but are misclassified in other classes. The 
classification recall rate of phase 1 to 4 are 88.4%, 88.8%, 97.6%, and 92.6%, respectively. 

The minimum AE monitoring time required for the RGVR-HeteroESM-Net is 24 h because the random forest with the hit rate 
feature was included in the model. An additional heterogeneous ensemble network without random forest was created, and the 
performance was tested. This ensemble net was composed of five resNet-18, five GoogLeNet, and five VGG-19 models, which was 
named “RGV-HeteroESM-Net”. The testing accuracy was 89.6 % for this model (Table 5). 

Four ensemble networks included: five ResNet-18 in block 3 (ResNet-18-ESM), five GoogLeNet in block 2 (GoogLeNet-ESM), five 
VGG-19 in block 1 (VGG-19-ESM), and five random forests in block 4 (RF-ESM) were also created and tested. Their testing accuracies 
were 87.5%, 86.2%, 84.4, and 85.3%, respectively (Table 5). The accuracies of the ensemble networks, the single CNN models, and the 
single random forest model are presented in Table 5. As seen in the table, the accuracies of ensemble networks are more than the 
corresponding single models, indicating the performance improvement of models using the heterogeneous ensemble strategy. The 
RGVF-HeteroESM-Net had the highest accuracy (93.0%) among the developed models. 

Two shallow machine learning methods, SVM and KNN were also tested and compared with the models proposed. The accuracy 

Table 4 
Testing accuracies of the random forest.  

Model Testing accuracy 

RF with hit rate input 82.9% 
RF without hit rate input 50.3%  

Fig. 19. The confusion matrix of RGVF-HeteroESM-Net.  

Table 5 
Testing accuracies and computing times of all the models.  

Model Accuracy Training time (s) Testing time (s) 

RGVF-HeteroESM-Net 93.0% 30111.14 0.97 
RGV-HeteroESM-Net 89.6% 30083.81 0.91 
ResNet-18-ESM 87.5% 4498.87 0.23 
GoogLeNet-ESM 86.2% 7641.29 0.27 
VGG-19-ESM 84.4% 17943.65 0.41 
RF-ESM 85.3% 33.17 0.06 
ResNet-18 82.8% 899.77 0.05 
GoogLeNet 82.1% 1528.26 0.05 
VGG-19 80.4% 3588.73 0.08 
RF 82.9% 6.63 0.01 
SVM 63.7% 3.39 0.01 
KNN 57.1% 2.47 0.02  
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results are also presented in Table 5. The input data of the machine learning models are the AE feature-based dataset (26 features). The 
RBF was selected as the kernel function of SVM [68]. The optimized number of neighborhood “K” was set to 6 for the KNN model after 
several trials. The accuracy of SVM (63.7%) and KNN (57.1%) were much lower than the single models and the ensemble networks. 

The high accuracy (93%) of the classification demonstrates that the proposed ensemble model can effectively distinguish the phases 
of ASR damage by using AE signals. This model is expected to apply to the concrete structures affected (or will be affected) by ASR. 
Several sensors are attached to the structure at the region with a higher risk of degradation, and AE signals are acquired for a period of 
time. Then the signals are used as an input of the model, and the model is expected to determine the current ASR damage phase with 
relatively high reliability, although the model should be validated and improved for the data collected from the different specimens 
before field application. Computation time is also a point of great concern in practical applications. It determines whether a model is 
capable of running within a reasonable time frame. The computational times of all the models are also compared and presented in 
Table 5. The testing time in Table 5 refers to the time to classify a single signal in the test dataset. According to the results, the training 
times for the ensemble networks were higher than the single models. The training time for the CNN models (ResNet-18, GoogLeNet, 
VGG-19) is more than the training times for the machine learning models (random forest, SVM, KNN). Among the three CNN models, 
ResNet-18 has the lowest training time while VGG-19 has the highest. In the field application, the models will be trained offline with 
historical AE signals, and therefore, the training time will not be a primary concern. The classification of ASR phases in the field would 
be conducted based on the trained model, meaning that the testing time is the primary factor to be considered. The differences between 
times for the trained models to classify a single AE signal are negligible. All the trained models can finish the classification within 1 s. 
Therefore, considering the accuracy and computational time, the RGVF-HeteroESM-Net had the highest accuracy (93.0%) and an 
acceptable testing time (0.97 s). 

5. Summary and conclusions 

This paper proposes a temporal ASR evaluation method based on AE monitoring and an ensemble learning framework. A concrete 
block with reactive aggregates was used as an experimental specimen. The ASR process was accelerated by providing high temperature 
and humidity in the chamber. The ASR expansion was measured using DEMEC gauge on a regular basis, and the crack width was 
measured by a Dino-Lite digital microscope. The AE data were continuously acquired for 460 days and were divided into four phases, 
defined in terms of time. Two types of input datasets, including the CWT images and AE features, were created based on the recorded 
AE signals. A heterogeneous ensemble learning network composed of ResNet-18, GoogLeNet, VGG-19, and random forest was 
developed to classify the data into the ASR phases with high accuracy. The proposed methodology showed an acceptable classification 
performance and computational time on the testing dataset. This indicates that the ASR damage phase can be potentially determined 
for the concrete structures in the field. The main conclusions of the paper are summarized as follows: 

The classification performance of single models such as ResNet-18, GoogLeNet, VGG-19, and random forest were tested. The results 
depicted that ResNet-18 and the random forest model were more accurate than other models. 

The hit rate is an important feature to be considered in the machine learning methods for the ASR AE data. However, this feature 
was calculated based on a monitoring time not less than 24 h. Low classification accuracy was obtained when the random forest model 
was trained without the hit rate. 

The classification performance of the ensemble networks in this paper was investigated. The results suggest that the ensemble 
networks are more accurate than the single models. Among all the ensemble networks, RGVF-HeteroESM-Net has the best 
performance. 

Effect of source/sensor distance on the AE model result can be a potential future work to improve the model. The propagation 
distance between the sources and the sensor is not always the same, which can influence the frequency content and other signal 
features [69,70]. This can be more significant when the developed method is used for large-scale structures. One of the challenges in 
the application of the proposed method in the field can be the result generalization. Future research should focus on the study of the 
result generalization by testing the trained model on different concrete specimens such as specimens with different or same materials 
and boundary conditions. 
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